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Abstract-In recent years, Unmanned Aerial Vehicle (UAV) is 

widely used for power lines patrol. While it's more efficient 

than manually patrolling, the UA V may easily collide with 

power lines. Therefore, measures must be taken to detect the 

distance between UA V and power lines. This paper presents a 

real-time power line detect system based on binocular vision 

techniques, which contains a hardware platform based on 

FPGA to calculate real time disparity map. We adopt a robust 

stereo matching algorithm based on cross-based arbitrary 

shape support region method to calculate the depth image. As 

power lines in captured images are always too slender to be 

recognized in depth map, we propose a matching cost initial 

method based on morphology and mini-census transform to 

preserve the edge of the power lines in depth images. Our tests 

show that this new method can properly preserves the power 

lines of texture-less images in depth map. 
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I. INTRODUCTION 

Power lines patrol is a very important part for the security 
and stability of a power system. At present, this work is 
mainly completed manually, which is low efficiency and 
wasteful of labor. In recent years, Unmanned Aerial Vehicle 
(UA V) is widely used in power patrol. However, serious 
hazards exist when aerial vehicles operated at low altitude in 
cluttered environments without constrained or controlled 
conditions of different obstacles, lighting effects, weather 
and so on. Specially, power lines are one of the most 
formidable hazards [1]. Therefore, power line detection is 
one of the critical technology of UA V. 

Visual image technology has more broad detection range, 
higher accuracy than sonar technology and cost less than 
radar technology. With the decline cost and the improved 
computing ability of mobile chip, visual image technology 
becomes the fIrst choice to achieve obstacle avoiding. The 
stereo system can infer the depth infonnation by means of 
triangulation using two independent images captured by 
stereo cameras. Reconstruction involves detennining the 
three-dimensional scene using the disparity of points that 
correspond in both images, based on known camera 
geometry. 

The main challenge of binocular vision is stereo 
matching, which is also known as depth estimation. In the 
past several years, although numerous techniques have been 
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suggested for depth estimation, all the methods are divided 
into two categories: 1) local methods; 2) global methods [2]. 

Local methods always use a local support window to 
realize cost aggregation step, while global methods try to 
compute depth based on a global cost optimization. While 
global methods can achieve a better accuracy than local 
methods in low-texture regions and occluded regions, they 
always cost more time than local methods. As a result, 
almost all the stereo systems based on embedded system use 
local methods as the main algorithm. Despite this, due to the 
complex calculation, ahnost all the state-of-art local methods 
are hard to realize the purpose of real time processing. 
Recent years, dedicated hardware platforms, including 
FPGAs and GPUs begin to play a vital role in real time 
stereo matching. 

For UA V patrol tasks, the actual scenarios are always 
complicated, especially the low-texture skies and slender 
line infonnation are two main challenges when trying to 
obtain the depth map. So how to preserves the line 
information and removes the unrelated information in depth 
map remains a challenging problem. At the same time, the 
UA V also needs obtain real time depth maps for upper 
decision-making layers. 

This paper aims to meet these two challenges by 
providing a real time stereo system based on FPGA. We 
adopt a robust stereo matching algorithm based on cross
based arbitrary shape support region method to calculate the 
depth image. As power lines in captured images are always 
too slender to be recognized in depth map, we propose a 
matching cost initial method based on morphology and mini
census transfonn to preserve the edge of the power lines in 
depth images. Our tests show that this new method can 
properly preserves the power lines of texture less images in 
depth map. 

II. RELATED WORKS 

As stated in section I, the most important and diffIcult 
part of our system is to obtain real-time stereo depth map. 
Most of the existing works use GPU and FPGA as hardware 
accelerate platform. Zhang et al. [3] used a DSP-BILDER 
based FPGA system to implement stereo matching, 
achieving 30 flps at resolution of 1396* 1110 with 128 
disparity levels. Wang et al. [4] transplant AD-Census 
algorithm into FPGA with semi-global optimization after 
cost aggregation, which is able to process high defInition 



images of 1600* 1200 pixels at 42 frames per second. 
Abdulkadir et al. [5] proposed a new algorithm named 
A WDE, which is very suitable to be implement on hardware, 
they implemented their algorithm on Xilinx Vitex-5 and can 
achieve 60 flps at resolution of 1024*768 with 128 disparity 
levels. Zhang et al. [6] combine the mini-census transform 
and cross-based cost aggregation in their structure, which 
achieves 60 framesls at 1024x768 pixel stereo images. 
Compared to GPV, though FPGA have little advantage over 
GPV on complex upper serial logic, it can handle more 
parallel structures and have lower power consumption, which 
is very attractive for VA V. We adopt FPGA as our hardware 
platfonn. 

III. STEREO MATHING ALGORITHIMS 

In this section, we describe in detail the proposed method 
of the stereo matching system. As stated in [7], the stereo 
system contains four main steps: cost initialization, cost 
aggregation, cost selection and cost refinement. Fig. 1 shows 
the block diagram of the proposed algorithm. 

Figure 1. Block diagram of the proposed algorithm. 

A. Support Region Constuct 
- - - f 

I 
Figure 2. Cross-based support region, the region inside the blue envelope is 

the final adapted supported region. 

For support region construction, we choose the adapt 
cross-based support region proposed in [8]. Although SAD 
matching method is much easier to implement and cost less 
time, in our tests, it brings more depth errors and the line 
information is easy to be drowned in other unrelated 
background. Cross-based support region method is proved to 
perfonn much better than a fixed support window method 
and is also friendly to hardware using image integration 
ideology [9]. The cross-based method builds support region 
according to the color similarity of a specific maximum 
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support window and gets an arbitrary support area with a 
least 3*3 support window as shown in Fig. 2. 

B. Cost Initialization Based on Mini-census and 
Morphology Filtering 

Cost initialization step computes the initial matching cost 
volume for each disparity. Common cost measures include 
absolute differences (AD), Birchfield and Tomasi's 
sampling-insensitive measure (BT), gradient-based measures 
and non-parametric transforms such as rank and census [10]. 

Census transfonn [11] is independent to the luminance 
difference of the of two stereo cameras and performs better 
in real world stereo images. So, we choose census transfonn 
as the first component of the cost initialization. 

MiniCensus transfonn is a reduced Census transform 
proposed in [12]. It is also hardware friendly and can 
significantly reduce the memory utilization. Compared to 
5*5 standard Census transform which needs 24 bits for a 
pixel cost, MiniCensus transform only needs 6 bits. The 
MiniCensus transform translates the input pixel window 
information into a compare-vector, as shown in Fig. 3. The 
initial cost is defined as the Hamming distance between two 
compare-vectors input. 

left lumlnancePlxel: 15 Right lumlnancePixel: 50 

9 

1 

21 S5 

2S 41 

'.1 
6 49 1-

7 30 

20 42 

0 0 

0 1 

1 1 

1 1 

0 1 

Mlnl<ensus Vector: Minl<ensus Vector: 

001110 011011 

L Hamming Distance = 3 --.J 

62 

0 

Figure 3. Mini-census transform and Hamming distance. 

As we state in section I, power lines in captured images 
are always too slender to be recognized in depth map. Some 
image enhancement work should be done before stereo 
matching. In our scene, the background infonnation of the 
target images captured by VA V when patrolling is basically 
sky or trees, which should be weaken when operating 
enhancement. 

In this paper, we propose morphology filtering to 
accomplish this task. The Tophat transfonn [13], which is 
widely used in small target detection, can preserve edge 
information of the input images. We utilize this information 
and add the census transform result as the final initial cost. 



As the power lines in stereo images are in vertical 
direction to calculate the depth information, a linear shape 
structure element will be select in Tophat transform. 

The final initial cost is calculated as follows: 

e(x,y,d) = ham(f�(x,y),fcR(x-d,y)) 
+ ham(g�(x,y),g�(x -d,y)) 

(1) 

The ham stands for standard hamming distance, and the 

function f stands for the MiniCensus transform, the 

function g stands for the Tophat transform. 

C. Cost Aggregation 

To accelerate cost aggregation step, the author in [8] 
using a technique naming "011" (Orthogonal Integral 
Images). This technique decomposes cost aggregation step 
into two orthogonal I-D aggregations. The cost will be 
aggregated in horizontal direction and then aggregated in 
vertical direction by methods of integration respectively. The 
vertical first method is proved to be efficient in software, but 
will cost considerable resources in FPGA. A one direction 
fixed support arm construction is proposed in [x] to reduce 
the design complexity for FPGA. YI at [9] proposed a 
vertical aggregation first method which is proved to have the 
ability to reduce considerable Block RAM resources. We 
adopt this method as the cost aggregation method. 

The vertical aggregation first method firstly computes the 
left and right arm span of the current pixel, then computes 
the vertical arms in each column as shown in Fig. 4. 

Figure 4. Left: horizon first aggregation, right: vertical first aggregation. 

D. Cost Selection 

Like most local stereo matching method, we take a 
Winner Takes All (WT A) method to get the preliminary 
estimated value. WT A method takes the minimum value of 
the aggregate result as the estimated value, which is: 

(2) 
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E. Cost Refinement 

The preliminary estimated value can be further refilled 
using a local high-confidence voting scheme proposed in 
[14]. The fmal disparity of the pixel p is decided as: 

(3) 

IV. HARDW ARE IMPLEMENTATION 

A. System Overview 

The aim of our work is to detect power lines in real time. 
A binocular vision system must be provided in our system. 
Considering that the system use FPGA to calculate depth 
image, the binocular cameras should have an interface that is 
easy to control. We select camera-link cameras in our system. 
The cameras connect to the FPGA by L VDS interface with a 
USART configuration interface. Offline calibration should 
be done with the help of MA TLAB calibration toolbox to 
compensate the distortion of the cameras. Then the corrected 
image streams are connected to the stereo modules to get a 
real-time depth image. 

Considering that some upper logic and decision-making 
layers should be done according to the depth map, a better 
solution is using a DSP to complete these tasks. A dual port 
ram is used for the DSP and FPGA to communicate with 
each other. Also, the DPRAM stores the final result and send 
it to the video output controller to generate output video 
stream. The overall structure of the system is as follows: 

Offline 
Calibration FPGA Video 

� 
. Output 
� 

1 I Camera I H Rectify � f--
Stereo 

f------+ DPRAM 

I Camera I � Rectify � Match Contro ller 
� 

DSP 
USART Upper Logic And 

Decision-Making .... DPRAM .... 

Layers 

Figure 5. Overall structure of the system. 

B. FPGA implementation 

Firstly, FPGA buffers the L VDS data using a L VDS 
buffer; then the video data is pushed into a cross clock FIFO 
to sync to local clock domain. After that, the video streams 
are calibrated by calibration circuits to compensate for 
camera distortion. 

The next step is stereo matching. The rectified images 
will be distributed into three roads parallelly. A MiniCensus 
transform, Tophat transform and adapted cross region build 



circuit will be performed. After that, calculate the initial cost 
by adding the result of Tophat transform and Hamming 
distance for the MiniCensus results of the stereo images. 
Then Cost aggregation step is done by doing vertical 
aggregation fIrstly. The fInal step of the algorithm is WTA 
module and refInement module. The overflow of the FPGA 
implementation is shown in Fig. 6. 

WfA 

output 

Figure 6. FPGA implementation overflow. 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

In this section, we evaluated the performance of the 
proposed stereo matching method using the real world stereo 
images. Fig. 7 and Fig. 8 presents the test results for the real
world images. 

(a) (b) 

(c) (d) 

Figure 7. Test result of real world stereo image. 

In Fig. 7, (a) is the one of the input stereo image; (b) is 
the Tophat transfer result of (a) with a process radius of 3; (c) 
is the result of only cross-based support region method; (d) is 
the [mal result of the method this paper proposed. Notice that 
the depth map with Tophat transform result can bahave 
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better with slender lines. The main reason is that we add the 
edge information when we try to fInd the same area in the 
target picture, and it gives us more information to do stereo 
matching. 

(a) (b) 

(c) (d) 

Figure 8. Test result of another real-world stereo image. 

Fig. 8 is another test result of the real-world stereo 
images, (a) is the one of the input stereo image; (b) is the 
OpenCV result with SAD method and SGBM [15]; (c) is the 
result of only cross-based support region method; (d) is the 
fInal result of the method this paper propsed. Compared to (c) 
and (d), (b) fails to recognize the power lines in the input 
images, when the power line is very slender, the proportion 
of the power lines is very small in the fIxed SAD support 
window, while the cross-based support region is very small 
and should have the same width with the power lines in (a). 
At the same time, the power line in the left side on depth (d) 
is more complete than (c), which also proves that the method 
in this paper can preserve the slender power lines in depth 
map better. 
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